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2.0 INTRODUCTION

In this Unit, we shall learn about Matrices. Matrices play central role in
mathematics in general, and algebra in particular. A matrix is a rectangular array
of numbers. There are many situations in mathematics and science which deal
with rectangular arrays of numbers. For example, the following table gives
vitamin contents of three food items in conveniently chosen units.

Vitamin A Vitamin C Vitamin D
Food | 0.4 0.5 0.1
Food Il 0.3 0.2 0.5
Food 11 0.2 0.5 0

The above information can be expressed as a rectangular array having three rows
and three columns.

0.4 0.5 0.1
0.3 0.2 0.5
0.2 0.5 0

The above arrangement of numbers is a matrix of order 3 x 3. Matrices have
become an important an powerful tool in mathematics and have found
applications to a very large number of disciplines such as Economics, Physics,
Chemistry and Engineering.

In this Unit, we shall see how Matrices can be combined thought the arithematic
operations of addition, subtraction, and multiplication. The use of Matrices in
solving a system of linear equations will also be studied. In Unit 1 we have
already studied determinant. It must be noted that a matrix is an arrangement of
numbers whereas determinant is number itself. However, we can associate a
determinant to every square matrix i.e., to a matrix in which number of rows is
equal to the number of columns.

Matrices - |
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2.1 OBJECTIVES

After studying this Unit, you should be able to :

e define the term matrix;

e add two or more Matrices;

e multiply a matrix by a scalar;

o multiply two Matrices;

o find the inverse of a square matrix (if it exists); and

e use the inverse of a square matrix in solving a system of linear equations.

2.2 MATRICES

We define a matrix as follows :

Def : A'm xn matrix A is a rectangular array of m n real (or complex
numbers) arranged in m horizontal rows an n vertical columns :

@11 a2 ... agj e aAin A
a1 Ay ... A2j e azn
A=| ain A2 e IR\ ain ith row
(1)
@.ml am2 ......... amj ......... amn /
jth
column

As it is clear from the above definition, the ith row of Ais (ajj a2 ... ain)
(1 <1 <m) and the jth column is

s 3\
alj

aj

- dmj /

We also note that each element a;; of the matrix has two indices : the row
index i and the column index j. a;j is called the (i,j )th element of the matrix.
For convenience, the Matrices will henceforward be denoted by capital
letters and the elements (also called entries) will be denoted by the
corresponding lower case letters.



The matrix in (1) is often written in one of the following forms : Matrices - |

A = [aij]; A= (aij), A =(aij))mxn Or A= (ajj)mxn
Withi =1,2, .............. ,mandj=1,2, ............ , N

The dimension or order of a matrix A is determined by the number of rows
and columns of the matrix. If a matrix A has m rows and n columns we

)

denote its dimension or order by mxn read “m by n”.

1 0 1

5 1 3 1Isa2x3

For example, A :[é ﬂ isa2 x 2 matrix and B :[
order matrix.

Note a that an m x n matrix has mn elements.
Type of Matrices

1. Square Matrix : A square matrix is one in which the number of rows
is equal to the number of columns. For instance,

5 -1 8 3

10 3 -1 6 2 5 7 8
A=[0 1,B—ls 2 91, C=3 6 11 0
0 7 3 0 -1 8 7

are square Matrices.

If a square matrix has n rows (and thus n columns), then A is said to be a
square matrix of order n.

2. Diagonal Matrix : A square matrix Ala;;] nxn for which a;; =0
for i # j,is called a diagonal matrix.

For instance,

10 0 0 O
4 0 0

0 0 0O
D=0 -2 0| andE =

0 30
0 0 6

0 0 5

are diagonal Matrices.

If A =[a;;] nx n is asquare matrix of order n, then the numbers ays, az,
... anp are called diagonal elements, and are said to form the main
diagonal of A. Thus, a square matrix for which every term off the main
diagonal is zero is called a diagonal matrix.
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3. Scalar Matrix : A diagonal matrix A = [aij] nxn for which all the terms
on the main diagonal are equal, that is a;j =k for i=j and a;j= 0 for i # j
is called a scalar matrix.

For instance

-5 0 0
H= 0 -5 0] andI = [é (1)]
0 0 -5

are scalar Matrices.

4. Unit or ldentity Matrix : A square matrix A = [aij] nxn is said to be the
unit matrix or identity matrix if

aij = 0 ifi#
1 ifi=j

Note that a unit matrix is a scalar matrix with is on the main diagonal.
We denote the unit matrix having n rows (and n columns) by In.
For example,

100
I, = [1], 12=[é g]andl3= 01 0
0 0 1

5. Row Matrix or Column Matrix : A matrix with just one row of
elements is called a row matrix or row vector. While a matrix with just
one column of elements is called a column matrix or column vector.

3
5
7

For instance, A =[2 5 —15] is a row matrix whereas B=

is a column matrix.

6. Zero matrix or Null matrix : An m x n matrix is called a zero matrix
or null matrix if each of its elements is zero.

We usually denote the zero matrix by Om x n

0 00 00
0, 3 = [O 0 O] and O34, = |0 0] are example of zero matrices.
0 0

Equality of Matrices

Let A = [aij]mxn and B =[ bjj];xs be two Matrices. We say that A and B
are equals if
1. m=r,i.e., the number of rows in A equals the number of rows in B.



2. n=s,i.e., the number of columns in A equals the number of Matrices - |
columns in B.
3. aj =bjforl=1,2,...... mandj=1,2,........ , .

We then write A = B, read as “matrix A is equal to B” In other words,
two Matrices are equal if their order are equal and their corresponding
elements are equal.

2
Example 1 : Let A and B be two Matrices given by A = [;y-l__ 70
— [4=Y] F _
B = [x _ 3]. Find x and y so that A = B.

Solution: Both the Matrices are of order 2 x1. Therefore, by the definition
of equality of two Matrices, we have x +2=4 —yand 3y — 7=
Xx—3. Thatis,x+y =2 and x — 3y =—4. Solving these two
equations. We get x = 1/2 and y = 3/2. We can check this
solution by substitution in A and B.

- (%)*2 I -
—7

Q-]
o[ 12

1 —5/2
(3)-3
Transpose of a Matrix

Definition: Let A = [aj] mxn, be a matrix. The transpose of A, denoted
by A", is the matrix A~ = [ajj] m xn, Where bj; = a;; for each i and j.

The transpose of a matrix A is by definition, that matrix which is obtained
from A by interchanging its rows and columns.

-3 2 5

So, if A= [0 4

],then
its transpose is the matrix

-3 0
2 7|

5 8

A =

Symmetric and Skew Symmetric Matrices

Definition : A square matrix A = [ajj] nxn, IS said to be symmetric if

A'= A; itis skew symmetric if A'=-A. 33
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1
-1

0

_3 .
3 0] is a skew —

For example A = [ _21] is symmetric and B = [

symmetric matrix.
Check Your Progress 1

1. Construct a 2x2 matrix A = [a;] 2 x2 Where elements are given by
1,. . 1,. .
(@) aij=5 (i +2j)° (b) aj= 5 (i)’

. X YI_[2x+y x-—y
2. Find x,ywhen[3 c| = [ 3 c ]
3. a, b, candd such that
[a—b 2c+d] _ [5 3]
2a—b 2a+d 12 151
4. Find the transpose of following Matrices and find whether the matrix is
symmetric or skew symmetric.

@ A= [; o ®a=[3
0 -1 3

(c) A=[ 1 0 5]
-3 -5 0

2.3 OPERATION ON MATRICES

Addition

Let A= [ajj]mxn and B= [bjj]rxs be two Matrices. We say that A and B
are comparable for addition if m =rand n =s. Thatis, A and B are
comparable for addition if they have same order.

We define addition of Matrices as follows :

Definition : Let A =[ @jjJmxn and B = [bjj ]mxn be two Matrices. The sum
of A and B is the m x n matrix C =[c;j;] such that

Cijzaij+bij l<ismil1<j<n).

That is, C is obtained by adding the corresponding elements of A and B. We
usually denote C by A + B.

Note that

A+B= [Cij]mxn = [aij + bij Jmxn



For example, if A :[g g ;] andB:[_i g g] then Matrices - |
a+B=of3 5 ol *[1 o 3l

0+1 0+2 1+3]
3—-1 2+0 5+2

2 3 )

It must be noted that Matrices of different orders cannot be added. For
instance,

_[2 5 _I5
A= [3 _1] and B = [7] Cannot be added.
The following properties of matrix addition can easily be verified.

1. Matrix addition is commutative. That is, if Aand B aretwo m x n
matrices, then
A+B=B+A.
2. Matrix addition is associative. That is, if A, B and C are three m x n
matrices, then

(A+B)+C =A+(B+0C)
3. If Afa;] = isan mxn matrix, then
A+Omxn: Omxn+A:A1
where O = IS the mxn null matrix.
4. If Aisan m x n matrix, then we can find an m x n matrix B such that

A+B=B+A =0 nxn

The matrix B in above property is called ‘additive inverse’ or ‘negative’
of A and is denoted by — A.

Infact, if A = [&ij] mxn then —A = [-aij] mxn
Thus, property 4 can be written as

A+(_A) :(_A) +A :Omxn
We can now define difference of two Matrices.

Definition : Let A = [aij] mxn and B = [bij] mxn two matrices. We define the
difference A — B to be the m x n matrix A + (—B).
Note that A — B is of dimension mxn and A - B = [al-j - bif]mxn 35



Algebra - | For example, if A = [4 -1 6] and B = [i _05 _g]
then A—B = g:g _1_+5 gtg] [ _95]

Scalar Multiplication

Definition : Let A =[a;;] mxn be a matrix and let K be a complex number.
The scalar multiplication KA of the matrix A and the number K (called the
scalar) is the mxn matrix KA [Kaij] mxn

3 1
For example, let A=[-2 0]
5 1
12 4
If K=4,thenkA=4A=|-8 0
20 4
1 1 1 1/3
andifk = § ,thenkA = §A = —2/3 0 ]
5/3 1/3

Note that if k=—1, then (-1)A =—

This is one of the properties of scalar multiplication. We list some of these
properties without proof.

Properties of Scalar Multiplication

1. LetA=[a;j]mxn be amatrix and let k; and k, be two scalars. Then
(I) (k1 + ks ) A=kiA + k>, A, and
(i) ki (ko A) = (ki ko)A,

2. Let A=Ja;j]mxn and B = [b;;] mxn be two matrices and let k be a scalar.
Then
k(A+B) =kA +kB.

Multiplication of two Matrices

Let A = [aij] mxn and B = [bij] rxs be two matrices. We say that A and B are
comparable for the product AB if n =r, that is, if the number of columns
of A is same as the number of rows of B.

36



Definition : Let A =[a;;] mxn and B = [b;;] nxp be two matrices. Their Matrices - |

product AB is the matrix C = [¢;j] mxp Such that c¢;; = ajy bjj +
a2 sz + aj3 b3j . N e e + ainbnj for i<i <
m, 1 <j <p. Note that the order of AB is mxp.

3 0
Example 2 : Let A = [_Z,i g Z] and B =l 2 5
-2 7

Obtain the product AB.

Solution : Since A is of order 2x 3 and B is or order 3 x2, therefore, the
product AB is defined. Order of AB is 2x 2.

2 37][32

= AN

2xX3+3 xX2+7%x(=2) 2X 0+3 xX54+7 x7
[(-1)x3+5 %x2+2 x(-2) -1 x0+5x5+2 x7

_[6+6—14 O+15+49]
-3+10—-4 0+25+14

—2 64
L3 39

Properties of Matrix Multiplication

Some of the properties satisfied by matrix multiplication are stated below
without proof.
1. (Associative Law) : If A = [a;;] mxn , B = [b;j]nxp and C = [¢;j] pxq are
three matrices, then
(AB) C = A (BC).
2. (Distributive Law): If A = [a;j] mxn, B =[b;jlnxp and C = [c;;] nxp are
three matrices, then
A(B+C) =AB + AC.
3. If A=[a;j]mxnand B = [b;;] nxp are two matrices, and k is a complex
number, then
(kA) B = A(kB) = k(AB).
4. 1f A =[a;;] mxn is an mxn matrix, then
In A=Al,=A,
Where I, and I, are unit matrices of order m and n respectively.

1
2] andB=[3 5 -2]
-1

Example 3: Let A =

Find AB and BA.
37
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Solution : Since A is 3x1 matrix and B is a 1x3 matrix, therefore, AB is
defined and its order is 3x 3.

If the number of columns of A is equal to the number of rows of B.

1
AB = 2] [3 5 -2]
-1
1x3 1 x5 1 x(=2)
=12 X3 2 X5 2 x(=2)
(-1)x 3 (-1) x5 -1 x (-2)
3 5 =2
=16 10 -4
0 @b 2

Also, BA is defined and ais 1x 1 matrix

1
BA=[3 5 —2][ 2]
-1

= [3+10+ 2] = [15]

This example illustrates that the matrix multiplication is not
commutative. Infact, it may happen that the product AB is defined but
BA is not, as in the following case :

QP
A=ls —3|andB=[> ©
st

We now point out two more matrix properties which run counter to our
experience to number systems.

1. Itis possible that for two non-zero matrices and A and B, the product AB
is a zero matrix.

2. ltis possible that for a non-zero matrix A, and two unequal matrices B
and C, we have, AB = AC. Thatis AB = AC, A # 0 may not imply
B = C. In other words, cancellation during multiplication does not hold.

These properties can be seen in the following example.
: _[0 3 _[5 3 _[6 7
Example4.LetA—[O 5],B—[0 0] andC—[O 0].

Show that AB = 0,,, and AB = AC.



Solution : We have Matrices - |

o [0 3113 2= 1070 0500 = (3 UJen

0 0 0+0 040
= Oox9
S AR
= 2%X2

Therefore, AB = AC. We see however, that A # Ozx, and
B # C. Thus, cancellation during multiplication does not hold.

Exponent of a Square Matrix

We now introduce the notion of the exponent of a square matrix.
To begin with, we define A™ for any square matrix and for any
positive integer m.

Let A be a square matrix and m a positive integer. We define.

m times

More formally, the two equations A'= A and A™*' = A" A define
A" recursively by defining it first for m = 1 and then m+1 after it has
been defined for m, for all m > 1.

We also define A° = I,,, where A is a non—zero square matrix of order n.

The usual rules of exponent’s namely

A" A" = A™" and (A™" = A™ do hold for matrices if m and n are non-
negative integers.

Example5: Let A= [_21 3] and f(x) = x2 —4x + 7. Show that
f(A) = O,x,. Use this result to find A°.

Solution :  First, we note that by f(A) we mean A% —4A + 7I,. That is, we
replace x by A and multiply the constant term by I, the unit
matrix. Therefore,

f(A) = A2 —4A + 71,

ol B | e R W R P

U R CRE )
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i B i R

N &Ra+7 1212+ 0]
44440 1-8+7

- [8 8 =0y x>,

Hence, A% — 4A — 7 I,, from which we get

A® = A’A = (4A - T1)A
=AA? —TILA =4BA-TI)—TA [ ~1,A=A]
= 9A-281,
=> A’ =A% A’=(4A - 71,) (9A — 281,)
= 36A% —631,A —112Al,+ 196 |, I, (Distributive Law)
36 (4A — 712) — 63A — 112A +196 |,
144A — 252 1, —175 A +196 |,

31A =56 1
=31 [_21 3]—56 [é 2
~62 =93] 156 0]

0 56

31 —-62
—-118 -93 ]
31 -118

Check Your Progress — 2

.

N

by g _ 1 57 ) .
If P = [7 8]’ Q= [7 12], find matrix R such that 5P + 3Q + 2R is a
null matrix.
If A = B :ﬂ B = _11] and (A+B)2 = A2 + B? find a and b.
— 0 1 — 0 _l -2 _ . 2 _ 2 2
If A= 1 O]andB—[l_ O]wherel = —1verify (A + B)* = A° + B“.
Let f (xX) = x2 — 5x + 6. Find f(A4) if
2 0 1
A= [ 2 1 3]-
1 =1 0
_[1 0 s_[1 5
If A= [O 1], show that A~ = [0 1
If A and B are square matrices of the same order, explain why the

following may not hold good in general.
(@) (A+B)(A-B)=4%2- B?

(b) (A+ B)? = A? + 2AB + B?

() (A—B)? = A% — 24B + B2



2.4 INVERTIBLE MATRICES Matrices - |

In this section, we restrict our attention to square matrices and formulate the
notion of multiplicative inverse of a matrix.

Definition : An nxn matrix A is said to be invertible or non-singular if
these exists an n xn matrix or non singular if there exists an
n xn matrix such that AB = BA = [,,.

The matrix B is called an inverse of A. If there exists no such
matrix B, then A is called non-invertible or singular.

Example 6 : Find whether A is invertible or not where

o Al oah

Solution : (a) We are asked whether we can find a matrix B = [‘Cl Z] such
that AB =1, . What we require is

o 2l =re=[y ol [0 al= [0 "3
This would imply that c =0,d =1, a =1 and b = -1, so that matrix
B=lp Tl

does satisfy AB = 1,. Moreover, it also satisfies the equation
BA = I,. This can be verified as follows :

8a=ly 1l lo ol =loto 15l =lo ol =t

This implies that A is invertible and B = [é _ﬂ is an inverse of A.

(b) Again we ask whether we can find a matrix B = [Ccl Z] such that
AB = 1,. What is required in this case is

o al=ae= "l ol It al= 15 o

This would imply that a=1, b = 0 and the absurdity that 1=0. So no
such B exists for this particular A. Hence, A is non invertible.

We will not show that if A is invertible, then B in the above
definition is unique.

41
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Theorem : If a matrix has an inverse, then inverse is unique.

Proof : Let B and C be inverses of a matrix A. Then by definition.

AB=BA =, (1)

and AC=CA=1, . (2)

Now, B = BlI, [property of identify matrix]
= B(AC) [(using 2)]
= (BA)C [associative law]
=1,C [ using (1)]

=C. [property of identity matrix]

This means that we will always get the same inverse irrespective of the
method employed. We will write the inverse of A, if it exists, as A™*. Thus

AA T+ ATA=,.

Definition

Let A = (ajj)nxn b€ a square matrix of dimension nxn. The cofactors matrix of
A is defined to be the matrix C = (ajj)nxn Where A;j denotes the cofactor of the
element a;j in the matrix A.

1 -2 1
For example, if A= (3 0 5),

4 -1 2

then Agy- (1) _2 g =5
Ay (~1)12 43 g|: 14 and
Ava (—1)“?’?L _01|:—3.

Similarly, A21 = 3, A22: -2 A23 = —7, A31 = —10, A32 =—2 and A33 =6.

5 14 -3
Thus, the cofactor matrix of A is given by C = ( 3 =2 —7).
—-10 -2 6

Definition

The adjoint of square matrix A = (a;;) nxn is defined to be the transpose of the
cofactor matrix of A. It is denoted by adj A.




a1 Q12 Ag3 Ay Ayr Az Matrices - |
ForexampIeA:(am Az a23>, then adj A = (Alz Az A32>

a3z; dzz dzg A1z Azz Asg

The following theorem will enable us to calculate the inverse of a square
matrix. We state the theorem (without proof) for 3x3 matrices only, but it is
true for all square matrices of order nx n, where n > 2.

Theorem : If A is a square matrix of order 3x3, then
A(adj)A = (adjA) A = |A]l3,

In view of this theorem, we note that if |A| # 0, then

A (ﬁadj A) = (ﬁadj A)A =1;.

Since, the inverse of a square matrix is unique, we see that if |A| # 0, then

A (ﬁ adj A) acts as the inverse of A. That is,

1 1o
At = o (adjA)

Also, a square matrix is invertible (non-singular) if and only if |A| # 0.

Example 7 : Find the inverse of A = [_5 f]

Solution :

We have Ay; = (-1)'*! 14| =4 and Ay, = (1) 2| = 2.
We know that |A| = a;1A1; + apAgp = (-3)(4) + 5(-2) = -22.

Since |A] # 0 the matrix A is invertible, Also,
Az = (-1)*"' |5 = -5 and Ay, = (-1)**? |-3| = —3. Therefore,

- _ (A A21)_ 4 =5
adJA_(A12 Azz_(_z _3)

(—2/11 5/22)

71_1 . D 4 =5 —
Hence A" =—adj A = (_ )‘ 1/11 3/22

4] —22\—2 -3

3 2

+ 0 ) o

Example 8 : IfA=[ 5 &

]ande[

verify that (AB) ' = B*A ™.
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Algebra - 1 Solution : Since |A|= —=8# 0, .. Ajsinvertible.
Similarly, |B|=20-10=10+ 0,.". B isalso invertible.
Let A;j denote the cofactor of a;; — the (i,j)" element of A. Then
A11=0, App=-4, Ay =-2and Ay =3.
Similarly, if B;j is cofactor of (i,j)" element of B, then

Bll = 5, 812: —2, Bz]_ =-5and Bzz =4

) . ~_[ 0 =2 .o_[ 5 =5

. adJA—[_4 3]andadJB—[_2 4]
a_1 A -1 0 =21_[ O 1/4

= AT S A= [_4 3]‘ [1/2 —3/8
1_1 e _1[ 5 =5_[ 1/2 -1/2

and B =5 adJB—lo[_2 4]— [_1/5 2/5

R i [ R e R E
We have

C11 =20, Cp=-16,Cy =25 and C»n =16

Also, |C|=—-80 # 0, .. Cis invertible.

=25

Also, adj C = [_fg 16

. 120 =25 -1/4 5/16
-1 _ _— —_— =
=7 =it =g [—16 16 15 -1/5]

a1 [ 1/2 —1/2” 0 1/4
Hence, BXA™ =] _ 15  2s5]| 172 -3/8
[ -1/4 5/16] _ .1 _ 1
1l 1/5 —1/5]‘C =(AB)
1 25
Example 9 : Find the inverseof A=| 2 3 1]
-1 1 1

and verify that A A = I5.

44



Solution : Evaluating the cofactors of the elements in the first row of A, we get

3 1

g1+l B _\1+2 2 1)_
A= (-1) 1 1|—2, A= (1) |_1 1|— 3,
1+3 2 3 _
and Aiz= (—1) a0 1| = 5,
S JAl=an Ant an At aisAags
=M@+ (2)(=3) +(5)(5) =21
Since |A| # 0, A is invertible. Also,
_( 2| 2 5| _ — 22| 1 5| _
A= S 3=3 0 Ax=?| ) 3 =s
—23| 1 20 == 3| 2 5| _
An=(1" 1 =3 Aa= (D™ 5 3| =-13
_ 2| 1 5] _ o3| 1 2
Az=(D"] =9 Au=(D™] , 5|=-1,
Ay Ay Az 2 3 -13
adj A=A Az Az =(-3 6 9
Ajz Az Az 5 -3 -1
| J . Ze 31 =il
=A :EadJA:Z —-3-“6 9
5- <3 —1

2/21 3/21 -13/21
= [—3/21 6/21 9/21]
5/21 —3/21 -1/21

To verify that this is the inverse of A, we have

2/21  3/21 -13/21
—3/21  6/21  9/21
5/21 -3/21 -—1/21

AAE=

1 2 5
2 31
-1 1 1

(2+6+13 4+9+—13 10+3+—13‘
21 21 21 21 21 21 21 21 21
-3 12 9 -6 18 9 -15 6 19

ittt mwtuata o ta T
5 6 1 10 9 1 25 3 1

L___ - -

21 21 21 21 21 21 21 21 21

1
e

S =

= O

o O
[

|

&

Matrices - |
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Check Your Progress — 3

1. Find the adjoint of each of the following Matrices :

2 -1 3
HPLES 7] (ii)[o 14%
-1 3 5
1 -2 1
2. ForA=|3 0 5],verifythat
4 -1 2

A (adj A) = (adj.A) A = |A| 15,

2 -1 3
3. Find the inverseof A=1| 0 1 2
-1 3 5
3 1 4 0 .
4. LetA —[4 0] andB—[2 5],Ver|fythat
(AB) =B A
-1 2 0
5. IfA=|-1 1 1],showthatA2:A1.
0 1 0

What is Adj A ?

1 2 2
2 1 2| Provethat AZ—4A —5I;=0.
2 2 1

6. LetA=

Hence, obtain A™*
7. Find the condition under which

a

A:[C

;] is invertible. Also obtain the inverse of A.

2.5 SYSTEMS OF LINEAR EQUATIONS

We can use matrices to solve a system of linear equations. Let us consider
the following m linear equations in n unknowns :

Ap1Xy F A19X2 F et e @1 Xn = b1

Ax1X1 F A9Xo i A%y = by

: (1)
am]_X]_ + am2X2 T aman = bm

where by b, bpare not all zero.



a11 a12 e aln

a1 (V%Y az?z

The mx n matrix is called the coefficient matrix of

Anm1 Amz v Aqp

the system of linear equations. Using it, we can now write these equations
as follows :

a1 A1z e Qqp X1 by
arq (V%Y aZ"n X — b2
Ami Amz e Amn/ \Xn b,

We can abbreviate the above matrix equation to AX = B, where

all a12 enn aln

a a a2n
A - 21 22 :

Am1i Amz - Amn

and X and B are the nx1 column vectors.

X1 by
X =|*2)andB = b
Xn b
Recall that by a solution of (1) we mean a set of values x;.X,... .......xp Which

satisfy all the equations in (1) simultaneously.
For example, x; = 2, x,=-1is a solution of the system of linear equations.

33X 5%, =11
2X1+ 3% =1

because 3(2) — 5(-1) = 11 and 2(2) +3(-1) = 1.

Also, recall that the system of linear equations (1) is said to be consistent if
it has at least one solution; it is inconsistent if it has no solution.

For example, the system of linear equations

3Xx+2y =5
6x + 4y = 10 (2)

is consistent. In fact, x =k, y = %(5—2k) ( k € C) satisfies (2) for all values of
k € C. However, the system of linear equations.

3X+2y=5
6x +4y=11 (3)

is inconsistent. If this system has a solution x = Xo y = Yo, then 3xo + 2 yo=5
and 6xo + 4 yo= 11. Multiplying the first equation by 2 and subtracting from
the second equation, we get 0 =1, which is not possible. Thus, the system in
(3) has no solution and hence is an consistent.

Matrices - |
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Solution of AX= B (A non-singular)
Let us consider the system of linear equations AX = B, where Aisan nxn

matrix. Suppose that A is non-singular. Then A exists and we can pre
multiply AX = B by A" on both sides to obtain

At (AX) = AY(B)

- (A'A)X=A'B [associative law]
= I.X=A"'B [property of law]
= X=A'B [property of identity matrix]
Moreover, we have
AAB)=(AAYB [associative law]
=1,B [property of inverse]
= B.

That is A ™'B is a solution of AX = B. Thus, if A is non-singular, the system
of equalltions AX = B has a unique solution. This unique solution is given by
X=A"B.

Example 10 : Solve the following system of equations by the matrix
inverse method :
Xx+2y=4, 2x+5y=09.

Solution : We can put the given system of equations into matrix notation as
follows :

Here the coefficient matrix is give by A = ( % 52)

To check if A~1 exists, we note that Ay; = (—1)*** |5/ = 5 and
A= (—1)2| =—2.

|A| =a; ApptapAp= (1)(5) + (2)( —2) =1#0.

Since |A| # 0 A is non- singular (invertible). We also have A= (—=1)**|2]
= —2. Ap = (—1)*?|1| = 1. Therefore, the adjoint of A is

adjA=( > %)

-2 1
1 1 - -
:>A‘1=Wade=I(_52 f)z(—sz 12)

. X=A"1B = (_52 _12) (g) =(Eg _.|.1%) - (i)



Example 11 : Solve the following system of equations by using matrix
inverse :

X+4y+72=14, 2x—-y+3z2=4, 2x+2y-32=0

Solution : We can put the given system of equations into the single matrix
equation AX = B, where

3 4 7 X 14
A=<2 -1 3),X:<y>andB:<4>
1 2 -3 z 0

The cofactors of |A| are

_ i1 =1 3 _ _ 2|2 3 |_
A =(-1) 7 _3|— 3 Ap=(-1 1 _3|—9
— (_1\1+3 2 -1 A
and Az = (=1)"%| 7 |_5.

S JAl= a1 Ar v+ ap A + ass A = (3)(=3) + 4(9) + 7(5) = 62.

Since |A| # 0, A is non—singular (invertible). Its remaining cofactors are

o2+ 4 7 22| 3 7|
Au= (-1 Gl= 26 A= (-1 ]= -8,

_ 23| 3 4 _ o3+ 4 7|
Au= (1707 Tl=-2 Aa=(- ) =19

__\3+2| 3 7| _ __\3+3| 3 4 |_ _
Az = (-1) 2 3|— 5, Agz = (-1) 7 _1|— 11.

The adjoint of matrix A is given by

-3 26 19
adj A = ( 9 -16 5)
5 -2 -11

i 1 /-3 26 19
2 AT = —adjd = —( 9 -16 5)

5 -2 -11

. 1 (-3 26 19\ /14
Also, X = A-B=—| 9 -16 5 4

62\ 5 2 _-11/\o¢

Matrices - |
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X 1 -3 26 19 14
()53 2 i)

X\ q /42 + 104\ 4 /62 1
~(7)= g - )= al) = (1)

Hence x =1,y = 1, z = 1 is the required solution.

1 -1 0 2 2 —4
Example12: If A= (2 3 4) and B = (—4 2 —4)

0 1 2 2 -1 5

are two square matrices, verify that AB = BA = 613, Hence, solve the system
of linear equations : x —y =3, 2x+3y+4z = 17,y +2z = 7.

Solution :

N gt e 1) 2 2 -4
AB = (2 3 4) (—4 2 —4)
0 1 2 2 -1 5

2+4+0 2-240 —-4+4+4+0
=<4—12+8 44+6—4 —8—12+20)
0—4+4 0+2+2 0-4+10

6 0 O 1 0 0
= (O 6 O) = 6(0 1 O)Z 613
0 0 6 0 0 1

2 2 —-4N\/1 -1 0
and BA = <—4 2 —4) (2 3 4)
2 -1 5 0 1 2

2+4+4+0 -2+6—-4 0+8-8
=|-4+4+0 4+6—-—4 0+8-8
2—-2+0 -2-3+5 0-4+10

6 0 0 1 0 0
=<0 6 0>:6<0 1 0>=6I3
0 0 6 0 0 1
Thus, AB =BA = 6l;
~ a(ls) =(8)a=
6 ) \6 -3

1
This shows that A™! = gB. Now the given system of equations can be

written as
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or AX = C, where

X 3
X= (y) and C = (17)
z 7

X = A"1C —1BC [--A-l —13]
B 6 ' 6
2| w2 =t 3
<—4 2 —4) (17)
2 1 5 7
6 34 =28 1 (12 2
<—12 +34 —28) =z (—6) = (—1)
2 —17 +35 24 4

Thus, x =2,y = -1, z =4 is the required solution.

N =

Solution of a system of Homogeneous Linear Equations :

These are equations of the type AX = O. Let us consider the system of n
homogeneous equations in n unknowns

A1 X1 Fan Xo Fe i FanXn =0
A1 X1 Fax Xo Foiiii i aXn =0
a.n]_ X]_ + an2 X2 +... cee tes cee ses see ses ses ...+ann Xn = 0

We can write this system as follows

X 0
a1 Qqp . Qp X2 0
A2 Ay a,z'n ) =
An1 An2 - Qnn : '

Xn 0

We now abbreviate the above matrix equation to AX = 0, where

ay; QA .. Ay
a a . a2

A= 21 22 n
An1 QApy ... Qpn

X
and X and O are the nx 1 column vectors X = * land O =



Algebra - 1 If A is non-singular, then pre multiplying AX = O by A, we get

At(AX)= A0
= (A'A)X =0 [associative law]
e X=0 [property of inverse]
= X=0 [property of identity matrix]
= X1=0,%=0,.......... Xn =
Also, note that x; =0, x, =0, .......... , Xn = 0 clearly satisfy the given system of

homogeneous equations.

Thus, when A is non-singular AX = O has the unique solution. x; =0, x, =0,
.......... Xn=0. This is called the trivial solution.

Important Result

We now state the following results without proof :

1. If Alissingular, then AX = O has an infinite number of solutions.

2. Conversely, if AX =0 has an infinite number of solution, then A is a singular

matrix.

Example 13 : Solve the following system of homogeneous linear equations by the
matrix method :

2Xx—-y+z=0, 3x+2y-z=0,x +4y+3z=0
Solution :

We can rewrite the above system of equations as the single matrix equation
AX =0, where

2 -1 1 X 0
A= 3 2 -1 ,X=<y>and0= 0
1 4 3 z 0
The cofactors of |A| are
_1\1+41 2 =1y _
A (-1) |4 3|_10
a2 |3 -1
A= (D2 |7 7o) = —10
_1yi+3 |3 2|
and Ayz= (-1 |7 4|_ 10.

. |A| = a11A11 + a12A12 + a13A13 = (2)(10) + (_1)(_10) + 1(10) = 4‘0.

Since |A| # 0, A is non — singular (invertible). This, by known result
X=0,thatx=0,y=0,z=0.
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Example 14 : Solve the following system of homogeneous linear equation by the Matrices - |
matrix method :

2Xx—-y+22=0, 5x+3y—-z=0, x +5y-5z=0
Solution :

We can rewrite the above system of equations as the single matrix
equation  AX =0, where

2 -1 -2 X 0
A= <5 3 —1),X = <y> and 0 = (0)
1 5 =5 z 0

The cofactors of |A| are

_1_

3
A (DM S —-10
A (D)2 i :1|= 24
s |5 3[
and  Ajs- (D | 5|_ 22.

SJAl= a1 Ay + aA + ag34,53 = (2)(-10) + (=1)(24) + (2)(22) = 0.

Therefore, A is singular matrix. We can rewrite the first two equation as follows:
2Xx —y =-2z, 5x + 3y =z orin the matrix form as

4= 6=
Now, we have 4;; = (—1)¥*3|=3 and A4, = (—1)*?|5| = 5.

~ Al = a1411 + apA = (2)B)+ (-1(=5) =11 # 0.

Thus, A is non singular (invertible). Also,4,; = (—1)?*1|—1| = 1and
Ay, = (—1)%%2 2| = 2. Therefore, the adjoint of A is given by

aaia= (5 ) =oar= qana= (3 ).

Therefore, from X = A71B, we get

5
BRI Gt AL I
y 11 \-5 2 Z 11 \ 10z + 2z 12
—Z
11
L5 12
X = 112, y = 112.
Let us check if these values satisfy the third equation. We have
Sy 5z = +5<12) 57= — 7 (=52 +60z—552) = 0
X y-0Z = 112 112 zZ = 112 Z Z Z) = U.
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Thus, all the equation are satisfied by the values

5 12
= = - = — — .
X 112, y 112, A A

Where z is any complex number. Hence, the given system of equation has an
infinite number of solutions.

Solutions of AX =B (A Singular)

We state the following result without proof :

If A is asingular, that is |[A| =0, and

1. (adjA) B =0, then AX = B has an infinite number of solutions
(consistent).

2. (adj A) B # 0, then AX = B has no solution (inconsistent).

Example 15 : Solve the following system of linear equation by the matrix
method :

2X—-y+3z=5 3X+2y-z=7,4x +5y—-5z2=9
Solution :

We can rewrite the above system of equations as the single matrix equation

AX =0, where
2 -1 3 X 5
A=13 2 -1 ,X=[yl and B = 1|7
4 5 -5 A 9
Here, |A| =

~ Ais singular matrix. By calculating all the cofactors of A, we can write
the adjoint of A. We have

-5 10 -5
adj A=|11 -22 11]
7 —14 7
-5
= (adj A)B = |11 —22 11 ] H
7 —14

Thus, AX = B has an infinite number of solutions. To find these solutions,
we write 2x —y =5-3z, 3x + 2y =7 + z or as a single matrix equation

5 Z161=6 37

Here, |A|=7#0

Since |A| # 0, A is an invertible matrix
a2 1
Now, adj A = [_3 2]
1r2 1]

> Al= ! ad]A— =
14] ey 2



Therefore, from X = A™1 B, we get

17 — 5z

> x =

fl=715

5 —32]
L7 4z
17 — 5z ]
7
-1+ 11z
7

1
y = 7(—1 + 112).

Let us check that these values satisfy the third equation. We have

4x + S5y - 5z

Thus, the values

4 5
= (17 - 5z) +7(—1 +11z) — 5z

1
=7(68—202—5+552—352) =

1 1
x =5(17-52),y= 5 (-1+112), 2=z (z €C)

Satisfy, the given system which therefore has an infinite number of

solutions.

In the end, we summarize the results of this section for a square matrix A in
the form of a tree diagram.

A 4

\ 4

Unique
Solution

y

Consistent

Infinite No
Number Solution
of Solutions
Consistent Inconsistent

Matrices - |
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Check Your Progress 4

1.

Solve the following equations by matrix inverse method :

4x —3y =5, 3x-5y=1

Use the matrix inverse to solve the following system of equations :
@ x+y-z =3, 2x+3y+z=10,3x-y-7z=1

(b) 8x+4y +3z2=18, 2x+y+z=5 x+2y+z=5

Solve the following system of homogeneous linear equations by the matrix
method :

X-y+22=0,4x+3y+32=0, 5x+7y+4z=0

Solve the following system of linear equations by the matrix method :
X+y-22=7

SX+2y+3z=38

8x+3y+8z=11

2.6

ANSWERS TO CHECK YOUR PROGRESS

Check Your Progress — 1

1.

Note that a 2x2 matrix is given by

[a11 alZ]
a1 Az

From the formulas given the elements, we have

gl [95/;2 2%2

®) A= [192 1(/)2]

2. From equality of matrices, we have,

X=2X+Yy, Yy=X-Y

Solvingwe get x=0, y=0

3. We have

4. (@) 4'=|

a-b=5 2c+d=3
2a—b=12 2a+d=15

Solvingwegeta=7,b =2,c=1andd=1.

2 2

2 6]=A

A is symmetric matrix
,_ [0 =371 _
(b) 4 —[3 o] =_A

A is skew — symmetric matrix



0 1 -3 Matrices - |
(c) 4°=|-1 0 -5
3 5 0

A is skew — symmetric matrix

Check Your Progress - 2

1. Since P and Q are matrices of order 2x 2, 5P + 3Q is a matrix of order 2x2

and therefore R must be a matrix or order 2 x 2.

Let R= [CCL Z] . Then

5P+3Q+2R=5[0 [ +3[} ] +2[* Z

_[45 5]

[ ¢ [315] 4 [20 2D

21 36 2c 2d

- [#8+ 20 20+2b]
56 +2c 76+ 2d

Since5P+3Q+2R = [0 8] we get

48 +2a=0, 20+2b=0, 56 +2c=0,76+2d =0

= a= —24,b= —-10,c = —28andd = —36.

Thus,R= |20 ~1)

We have (A+ B)2=(A+B)(A+B)
= (A+B)A+(A+B)B (Distributive Law)
=AA+BA+AB+BB

= A’ 4+ BA+ AB + B?

Therefore, (A + B)*> = A* + B?

= A+ BA+ AB+ B? =
= BA+ AB = 0.

A%? + B?

Thus, we must find a and b such that BA + AB = 0.

WehaveBAz[Z _11”% :1=[Zi§ :Zii

and AB =B :ﬂ [Z —1] [Za—b 3]
Therefore,

eacas =i T il
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Algebra - 1 _[2a—b+2 —a+1]
2a—2 —b+4

But BA+AB=0

> 2a-b+2=0,-a+1=0,2a-2=0,-b+4=0

=>a=1b=4
3. Inview of discussion in solution (2), it is sufficient to show that BA + AB =0

We have BA:[? _Ol] [2 (1)] = [—01 (L)]

R | i B

Ths,  BA+AB=[ 0 O+l 2]=1[0 ¢

4. First, we note that by f(A) we mean

A? — 5A + 6I;. We have

2 0 1112 O 1 5 =1 2
A2=12 1 3|2 1 3|/=1|9 -2 5
1 -1 0ol11 -1 O 0 -1 2
Therefore,
5 -1 2 2 0 1 1 0 O
A2—5A+6I3=9—2 5|— 5|2 1 3|+6|0 1 0
0 -1 2 1 -1 0 0 0 O
1 -1 -3
=[—1 -1 —10]
-5 4 4
5. We have A:[(l) ﬂ

Therefore, 4% = [é ﬂ [é 1 - [é i
at=az =0 Y0 2= 5 ]
nd 4°= ata= [0 315 1 ]

6. In general matrix multiplication is not commulative. Therefore, AB may not
be equal to BA, even though both of them exist.
Check Your Progress — 3

1. (i) LetA=[CCL Z] The cofactors are
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A= (VD)™ |d|=d
A= (D2 el = —c
A21= (_1)1+2 Ibl = _b and

App= (F1)?*? |al = a

cadiAaz]_S TC

2 -1

(i) LetAs= [0 1 2]

3

-1 3 5

The cofactors of the elements of A are

A= (DM
Az= (D'

Appe (1272 |

Agpe (—1)3%1 |

Azz= (-1)°*°

-2 13 -4
1 -5 2

adJ A=

-1 14 5]

2. For the given matrix A, we have

adj A =

5 3 -10
14 2 -2

-3 =7 6

1 -2 11 5
Now, A (adj A) = |3 0 5] [14
14 -1 211-3

5 3
14 13
-3 -7

Similarly, (adj A) A =

3
2

—26

-10
-2
6

7

4

0
A= (D2 | ] =

-1
A= (FD* |7

2
Az (1 | ]

Aspe (<12 [2 7]

-10
-2

/|

0 1 0 0
0[F-26]0 1 O

I

0 0 1

-2 1
0 5|

-1 2

Matrices - |
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Also, |A| =-26
So, A (adj A) = (adj A) A=|A| I5.

Here, |A[=(2) (1) +(-1) (2 +(3) (1) =3

-1 14 5
andadjA=[-2 13 —4] (see solution 1(ii))
1 -5 2

A= S adia

_2 13 —4|= |-2/3 1373 -4/3|.
155/ 2 1/3 -5/3 2/3

1[—1 14 5] [—1/3 14/3 5/3]
3

. We have |A| =—4 and |B| = 20. So, A and B are both invertible.

Also, adj A = [_04 _31] and adj B = [_52 2]

1 1 1/4
A= — adjA=— - [
= a) 24 | 1 —3/4
1 1 ¢ 1/4 0
L0 —_ =
and BT = gy adiB = o5 [—2 4 ~1/10 1/5

ac=as=[; ol &=l
0 =5

So, |C| = 80 and adj C = [_16 %

— 1/16
o[ 16 14 [1/5 —7/40

[ 1/4 0 1[0 1/4
-1/10 1/5] [1 —3/4

So,C™t =

Hence, B4t =

R REEY: I
|15 —7/a0)= € =BT




5. We have
-1 2 0 1 2 0 1 0 2
W= -nlb 1t 1][ 1 1 1] [

0 1 0 1 1 1

To show that A2 = A71,itis enough to show that A(4%) = I;. We

have
-1 2 0][-1 0 2 1 0 O

A(A2)=l—1 1 1[0 o 1]=[0 1 o]=13.
0 1 oil—-1 1 1 0 0 1

FromA™! = — adj A,we getadj A = |A|A~1. To obtain |A|, observe that

6. We have

A% =

2 21

Therefore,

AZ_ 414_513:

|A|
A3 = Iy thatis, |[AI3=|I5] = 1lor|A| =

1. ThereforeadjA = A™!

1 2 2111 2 2 9 8 8
212”212]=[898]

2 21 8 8 9

9 8 8 1 2 2 1 0 O
[8 9 8]—4[2 1 2]—5[0 1 0]

8 8 9 2 21 0 0 1

0 0 O
=[0 0 0]:0

0 0 O

Also, |A| =5 #0. Therefore, A is invertible pre— multiplying
A2 — 4A—-51;= 0by A™1, we get

AT A% — 44"

LA—541[,= 0

= A— 4I;—5471 = 0

5471 =

914 E
= A —52 3 2

1 2 2 1.0 0

— 4= 12 1 2[-4]0o 1 o0
2 2 1
2
3

2/5 —3/5 2/5

-3 2 2 —-3/5 2/5 2/5
] [2/5 2/5 —3/5

2 2R3

7. We have |A| = ad—bc. Recall that A is invertible if and only if |A|#0. That
isA=[? Z]is invertible if and only if ad— bc # 0.

Also, adj A = [_i

1
Hence A™1 =
14]

M

1 _
160 ad — bc [—db ac]

Matrices - |
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1. We can put the given system of equations into the single matrix equation.
4 =311*¥1_1[5
[3 -5 [y] - [1]

Here the coefficient matrix is given by A = [Agl :g]

Cofactors of |Alare 4;; = (—1)¥*(=5)and 4,, = (—1)*?|3| = -3.
YA =ag Ay + agp Ay = () (-5) + (-3)(-3) = —11

Since |A| # 0. A is non-singular (invertible). Also 4,; = (—1)?*1|-3|and
Ay = (—1)¥2|4] = 4.

NG D= raasgr G

-1, -1,_
vea= 503 D= Bl- D=0
Hence x = 2, y =1 is the required solution.

2. (@) We can put the above system of equation into the single matrix equation
AX = B, where

1 1 -1 X 3
A:<2 3 1>,X:<y>andB:(10>
3 -1 -7 z 1

The cofactors of |A| are

Ap= (D™ L] = -20 Apo-p2 |5 | =17

= —11.

and A;3- (—1)*3 |§ 3|

-1

v Q1411 a4, + ag3d3 = 1(=20) + (1)(17) + (=1)(-11) = 8.

Since |A| # 0, A is non- singular (invertible). The remaining cofactors are

1 -1 -1

1

_172+1 _ _AN242 _

Agi= (-1 1_117|—8Azz=<1) sl - 4,
—1)2+3 — —1)3+1 - —

Apse (CDP |3 ] =4 Aac D3 T[] =4
342 |11 343 |11 _

A (CDH [ T = -3 A | | =1
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—-20 18
. adj A =( 17 —4

-11 4

1
> Al= —adjd= =

4] 8 (-11

4
_3>
1

-20

17

8 4
—4 —3)
4 1

. L /-20 18 4\ /3
Also, X = A™'B =§ 17 -4 -3 10
“11 4 1/ \1
. (—60+80+4> (24)
== s1-40-3)==(8 )=
8 \334+40+1/ 8\g

Thus, x=3,y =1,z =1 is the required solution.

2. (b)

equation AX = B, where

()e-(3)

8 4 3
AZ(Z 1 1), X=

1 2 1

The cofactors of |A| are

1
A= (D™,

and A5 - (—1)*3 |

-

2 1
1 2

2
A= (=D |

3

y

We can put the above system of equation into the single matrix

1
1

~ |Al = ay1411 + a4, + ag3443 = 8(=1) + 4(-1) + 3(3) = 3.

Since |A| # 0, A is non—singular (invertible). The remaining cofactors are

_1\2+1 4 3
A21=( 1) 2 1
8 4
A23= (_1)2+3 1 2
8 3
A32= (_1)3+2 2 1
-1 2
. adjA = | -1 5
3 —12

= A 1= iade= i
|A] -3

=2

= —12

Az (F1)F
Azi= (—1)°"1

Azz= (=1)*F

2 1
; —2).
—12 0

|
i

2

3| _

1|_5'
3%

1 L
4

A 0.

Matrices - |
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1 (-1 2 1\ /18
Also,X = A71B = - -1 5 =2 5
B 3 -12 0 5

1 [/-18+10+5\ 4 /-3 1
=— (-18+25-10)=—|-3]= (1}
54— 60+ 0 -6 2

Thus, x =1,y =1, z =2 is the required solution.

3. We can put the above system of equation into the single matrix equation
AX =0, where

3 -1 2 x 0
A:<4 3 3), x:<y>andB=<0>
5 7 4 z 0

The cofactors of |A| are

3 3 4 3
A11=(—1)1+17 al = =9 Ao (DM 5 4 = -1
4 3
and A;;- (—1)*3 e o = 13.

|Al = a11A11 + a12412 + a;34,3 = 3)(=9) + (=D (1) + (2)(13) = 0.

Therefore, A is a singular matrix. We can rewrite the first two equations as
follows :

3X—y=-2z2,4x+ 3y = -3z

or in the matrix form as (i _31) (;C,) = (:gi)

Now, we have A;; = (—1)¥*?1|3| = 3and 4;, = (—1)1*? |4| = —4.
|A] = ay1411 + a124:, = (3)(3) + (1) (—4) =13 # 0.
Thus, A is non- singular (invertible).

Also, Ay- (-D?*|-1|=1and A,, = (-1)**2 |3] = 3.

cadia= (3 1) SA = S adja= 2, 2)

—4 3 |A] 13 \—-4 3
Therefore, from X = A71B, we get
9
1 - 1 /—67z— 134
6= DG =5(e )= ¥
— 137
9 1
> XxX=—--—2, y=——=5z



Let us check if these values satisfy the third equation. We have

9 1
5x + 7y +4z = 5<—Ez)+ 7(_§2)+ 4z

= L 45— 7452) = =0
EhS BEEEA

Thus, all the equations are satisfied by the values

X=—-——2z, y=—Ez, zZ =2

4. We can write the given system of linear equation as the single matrix
equation.

AX =B,
Where
3 1 -2 X 7
A:<5 2 3>,X:<y>andB:<8>
=3 8 zZ 11
Here, |A|=0

Therefore, A is a singular matrix.

7 -14 7
Now adj A = (—19 38 —9)

1 -2 1

7 —14 7 7 14
= (adj A)B = (—19 38 —19) < 8) = <—38>
1 =2 1 11 2

Since (adj A) B # 0, the given system of equations has no solution
(inconsistent).

2.7 SUMMARY

In this unit, first of all, definition and notation of an m x n matrix, are given in
section 2.2. Next, in this section, special types of matrices, viz., square matrix,
diagonal matrix, scalar matrix, unit or identity matrix, row or column matrix and
zero or null matrix are also defined. Then, equality of two matrices, transpose of a
matrix, symmetric and skew matrices are defined. Each of the above concepts is
explained with a suitable example. In section 2.3, operations like addition,
subtraction, multiplication of two matrices and multiplication of a matrix with a
scalar are defined. Further, properties of these matrix operations are stated
without proof. Each of these operations is explained with a suitable example. In
section 2.4, the concepts of an invertible matrix, cofactors of a matrix, adjoint of a
square matrix are defined and explained with suitable examples. Finally, in
section 2.5, method of solving linear equations in n variables using matrices, is
given and illustrated with a number of suitable examples. Answers/Solutions to
questions/problems/exercises given in various sections of the unit are available in
section 2.6.
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